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Abstract

Recent advances in camera technology have contributed to extensive use of cam-
eras everywhere. Together with the developments in camera-related applications and
online social networking/media sites, our daily life have been dramatically changed.
While people are experiencing the benefits of pervasive cameras, concerns on visual
privacy invasion are inevitably raised. The potential to aggregate massive visual
data from multiple sources, and the possibility of inferring private information us-
ing recognition techniques, result in negative reception to the increased amount of
cameras from the public. As a result, a number of technical solutions have been pro-
posed to protect visual privacy. In this survey, we introduce concepts about visual
privacy and formalize three violations of visual privacy. Then we summarize find-
ings from attitudes studies and investigate reasons behind growing visual privacy
concerns in ubiquitous computing environment. Based on a general workflow and
four key challenges we have identified, we classify latest visual privacy protection
systems/frameworks according to the scenario they apply to. Next, we introduce
and compare privacy requirement expression, association, and protection methods,
which leverage computer vision techniques, communication technologies, and cryp-
tography algorithms. Finally, we discuss challenges and opportunities of visual pri-
vacy that guide future research directions.
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1 Introduction

Since the first camera phone being sold in 2000, people have witnessed the proliferation
of built-in cameras on various mobile and wearable devices. The developments in cam-
eras these years enable cameras with smaller size and higher resolution to be equipped
on most of the mobile and wearable devices as shown in Figure 1. It is estimated that
by 2018, over a third of the world’s population is projected to own a smartphone, which
is almost 2.53 billion smartphone users in the world [51]. On the other hand, revenue
from wearable device sales are forecast to amount to around 38.84 billion U.S. dollars by
2018 [52]. More wearable devices will equip with built-in cameras, with more powerful
characteristics such as automatic photo taken by a wink or a voice command. In addition
to wearable cameras and smart glasses, smart watches and even smart contact lens are
starting to embed cameras [74].

As a result, a large number of camera-related applications emerge in the mobile and
wearable application markets. Camera not only helps record memorable moments, but
has also been playing a more significant role in perceiving surroundings in the physical
world. For example, mobile Augmented Reality (MAR) applications rely on cameras to
sense the environment and then overlay digital information onto the real world. Life-
logging and continuous sensing systems capture audio-visual and other sensory data,
with applications ranging from personal archival, journalism, medicine, to law enforce-
ment. This trend of leveraging mobile and wearable cameras for more functionalities will
keep growing, which in turn promotes the camera usage.

Meanwhile, online social networking and media sites are becoming extremely popu-
lar these years. These online communication channels are dedicated to community-based
input, interaction, content-sharing and collaboration. People can post their personal in-
formation on a variety of social networking sites, including text, image, and video. For
example, every 60 seconds on Facebook, there are 136000 photos uploaded, 510000 com-
ments posted, and 293000 statuses updated [78]. Instagram, a photo and video sharing
platform, has about 95 million photos uploaded per day [7]. Youtube, another one of the
most popular social media sites, has 300 hours of videos uploaded every minute, and
almost 5 billion videos watched every single day [27].

However, the developments of the camera technology, camera-related applications

market, and current online environment, together present a significant threat to visual
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Figure 1: Ubiquitous cameras. From left to right: Google Glass, LifeLogger, Narrative
Clip 2, and HTC RE Camera.

privacy. People raise privacy concerns mainly because they are not aware of photograph
action in the vicinity most of the time, therefore do not know what is captured. Cameras,
especially those on wearable devices, have the capability of “always-on” and the feature
of “non-overt act”, which differs from traditional hand-held cameras. Moreover, people
being captured cannot control where the image or video will appear. The media data with
geo-tags may end up anywhere online, being viewed and commented by any Internet
user. What makes it worse is that, huge multimedia data collected online can be used to
infer personal or sensitive information. It is said “A picture is worth a thousand words,”
therefore, an image or a video can disclosure much more information than people may
have realized.

In consequence, people’s attitudes towards increasing amount of devices with built-in
cameras, especially those wearables, are not completely positive. A representative exam-
ple is Google Glass, which has been questioned by US Congressional Bi-Partisan Caucus
and Data Protection Commissioners around the world, concerning privacy risks to the
public, as well as to its users [1, 2]. They raised questions such as “How does Google
plan to prevent Google Glass from unintentionally collecting data about non-users with-
out consent?” and “Are product life-cycle guidelines and frameworks, such as privacy
by Design, being implemented in connection with its design and commercialization?”
Besides, there have been multiple reports of people being attacked for wearing Google
Glass. For example, a woman named Sarah was attacked at a bar for wearing Google
Glass, being suspected of recording others.

In fact, the society has taken action to address visual privacy issues caused by unau-
thorized or unnoticed visual information collection and sharing, by both legal and tech-
nical means. There are prohibition signs of camera use in some places, in order to remind
people of turning cameras off. Devices with recording capability are banned in certain

situations [18]. Some countries even have rules that sound or visual cues must be made



to show the recording is in action. Besides, users of the device can directly deny the
permission of camera use from applications, to prevent possible visual privacy leaks. A
more sophisticated way based on it is controlling applications” access to raw camera data,
exposing part of the visual information [53], or only high-level objects, such as a skeleton
or a face to applications [39].

Nevertheless, only efforts on recorder’s side are far from enough to establish an effi-
cient and effective visual privacy protection ecosystem. Recorders may not notice pro-
hibition signs or forget to turning off background shooting. It is more often the case
that recorders do not know the privacy intentions of people around or the privacy re-
quirements of the objects and places, therefore, fail to protect visual information. As a
result, the trend has been gradually shifting to involving the subjects being recorded in
the loop, giving the privacy control back to them. For example, people can report photos
and videos shared online that they believe to be in violation of their privacy rights, which
is adopted by some mainstream social networking sites like Facebook [4]. People can also
wear colored hats [59], markers such as QR code and tags [57, 10, 17], and show specific
gestures [42, 63], to express their unwillingness of being photographed and help locate
where they are. In addition to explicitly expressing their privacy requests, people can
upload their privacy requirements to a cloud server, which will be responsible for visual
privacy protection whenever a photo is captured at the same location [80]. People can
also broadcast their privacy choices to be received by recorders using their smartphones
[6]. Similarly, cameras detect WiFi access points or Bluetooth signals will get informed
of privacy policies specified at certain places [57]. A more straightforward solution pre-
vents unwanted recording at places by actively seeking cameras in the environment and
directing a pulsing light at their lens to distort any imagery the camera records [50].

In this survey, we aim to provide an overview of visual privacy in ubiquitous com-
puting, including possible invasion of privacy and latest technical solutions. The rest of
the survey is organized as follows: in Section 2 we introduce the concept of visual pri-
vacy, and provide examples of visual privacy intrusion in the real world; in Section 3 we
present studies on people’s visual privacy concerns, and discuss reasons behind growing
visual privacy concerns; in Section 4 we identify four key challenges that any visual pri-
vacy protection system should deal with, and classify existing technical solutions based
on their scenarios; in Section 5 we describe how privacy requirements are expressed and

associated using available technologies; in Section 6 we introduce commonly used pro-



tection methods and two way of protection enforcement; in Section 7 we summarize
challenges and opportunities for visual privacy protection in ubiquitous computing en-
vironment; and finally, in Section 8 we conclude the paper and discuss future research

work.



2 Visual Privacy Issues

In June 2013, Edward Snowden and the US National Security Agency (NSA) were pushed
to the center of the storm, because of a global violation of data privacy. According to
Snowden’s leaks, NSA collected telephone records from tens of millions of Americans.
NSA also accessed and collected data through back doors into 9 US Internet companies,
including Facebook, Google, Microsoft and Yahoo, under a surveillance program called
Prism [66]. The information from the Internet and phone use was then sifted and ana-
lyzed by the British and US intelligence agencies.

This incident has changed how people view their privacy. Not only does it reduce
people’s trust in the governments, but also raises their awareness of privacy protection.
When asking people what they think about privacy, most of them people are likely to
come up with massive data breaches, online social networks, wearable technologies, etc.
But what does the privacy we are talking about actually mean? What are the differences
regarding privacy when comparing the present with the past situations? What does the
violation of privacy mean to us? And how will our daily life be affected?

In this section, we first introduce the terminology about privacy. We then give real life
privacy invasion examples, which prove that privacy issues are not out of thin air, and

such violation may happen on any of us.

2.1 What is Visual Privacy

According to the Merriam-Webster dictionary, privacy is the freedom from unauthorized
intrusion. To be more specific, privacy is the freedom from interference, the state of being
alone, and the right to keep personal matters and relationships secret. As a subclass of
privacy, information privacy, also called data privacy, is the right to have control over
how your personal information is collected and used [3].

In this way, we can define visual privacy as the right to have control over how per-
sonal visual information is collected and used. Here, the personal visual information is
regarded as information that can reveal personal information in images or videos. For ex-
ample, visual information such as face, clothes, silhouette, buildings, can be used to infer
the identity of a person, the relationship between the person and other objects. Figure 2
illustrates the relationship of privacy, information privacy, and visual privacy.

Based on this, we define violation of visual privacy as the act of collecting, sharing,



Visual Information \ Privacy

privacy privacy

Figure 2: The classification of privacy.

and disseminating others’ visual information for unauthorized use. We further formalize

three categories of visual privacy invasion:

e Uninformed photography: The act of photographing or filming individuals or

things without getting permissions (except those enforced by laws).

e Hacking: The act of accessing to personal or private visual data with no authoriza-

tion.

e Analysis with ulterior motives: The act of analyzing visual data to get personal or

sensitive information for unauthorized use.

The first and second category underline the unauthorized collection of visual infor-
mation, and the third one emphasizes the use of visual information. It should also be
noted that though normal daily photography is not intended to violate others” privacy, it

may still lead to privacy infringement due to its subsequence.

2.2 Invasion of Privacy in the Real World

People’s privacy concerns about visual information in the present era is not unwarranted.

We present examples of visual privacy violations in the real world.

Uniformed Photography

Concerns on violation of privacy have been discussed since Google launched its Street
View project in 2007. A couple in Pittsburgh sued Google because they found their home

was clearly visible on the map, causing them “mental suffering” and diluting their home



value. Google Street View is banned in India, as security agencies and defence depart-
ment object to the collection of data by Google’s cars, mainly due to the security of sensi-
tive defence installations. A mother found Google Street View published naked images
of her two kinds outside their house playing in a padding pool. These stories are only
the tip of the iceberg. Images with sensitive information are likely to appear on Google
Maps. Maybe one day, your friends will tell you that you are found hanging out with a
“secret” friend, which makes you quite unease and feel invaded.

Now in order to protect privacy and anonymity, Google Street View has blurred hu-
man faces and car license plates on images they capture, though it has not achieved 100%
accuracy [28]. More importantly, blurring only the faces of people cannot solve the pri-
vacy issues. People can still be recognized by acquaintances according to their clothes or
silhouettes. And in addition to car plates and faces, there are other personal and sensitive

information can be discovered from images.

Hacking

Hacking may happen locally on the device that take images and record videos. Mobile
malware can allow cyber criminals to intercept messages, monitor calls, and steal per-
sonal information. Last year the group FireEye discovered 11 malware apps being used
on iPhones that gathered users’ sensitive information and send it to a remote server, in-
cluding text messages, Skype calls, contacts and photos. In addition to malware apps
that are especially designed to launch a cyber-attack, apps installed on devices usually
require permissions to access user information. For example, camera access permissions
allow the app to use the camera at any time. SD card access permissions allow the app
to read, and modify or delete the contents of your SD card, such as photos from a user’s
photo library.

However, it is difficult to judge the potential damage to a smartphone user that could
be caused by access to any particular piece of personal or phone-collected information,
although the scary fact is that nearly 30% of all free mobile apps capture and sell your
contacts, text messages, Web browsing histories, and photos. It is more often the case
that users are not be aware of that their personal information is collected by apps. But
such privacy violation usually can be told from its consequences. For instance, after a
malicious app is installed, it will collect information on your smartphone and upload

to the ad server. Then you will see ad banners regardless of what you are doing on



the smartphone. Victims have even reported seeing ads pop up when staying on the
Android home screen. In addition to ads, with opportunistic use of camera and other
sensors on the smartphone, it is possible to construct three dimensional models of indoor
environments [68]. Remote burglars can then study the environment for bad purposes.
Hacking can also happen on the cloud, or remote server. In 2014, hackers obtained
the images from Apple’s cloud services iCloud. They posted a collection of almost 500
private pictures of many celebrities, mostly women, with many containing nudity. The
image were later disseminated by others on websites. Such leak is a massive invasion
of privacy, and Apple took additional steps to protect the privacy and security of iCloud
users very quickly. These days, many cameras installed at home and connected to the
network for life-logging in China are reported to be hacked. Its consequences are too
horrible to imagine, as the most sensitive and personal information is at the risk of being

exposed.

Analysis with ulterior motives

Images can videos can provide much more information than plain text. With data gath-
ered from various places, additional sensitive information can be inferred, such as age,
address, working experience, social relationships, and even sexual orientation, credit
scores. Researchers have investigated the feasibility of using publicly available online
social network data to identity individuals both online and offline [5]. With off-the-shelf
face recognition technology, they 1) re-identified profiles on a US dating site with images
from online social network profiles; 2) identified students strolling on campus using pub-
licly available images from Facebook; and 3) inferred personal and sensitive information
including interests, demographic information, and Social Security Numbers (SSN). In
another work, researchers have developed a technique that can determine who is dating

whom, given a large number of pictures shared on a social network [62].



3 People’s Privacy Concerns

In this section, we present people’s attitudes on visual privacy issues, from the perspec-
tives of both users and bystanders. Then we discuss reasons that increase people’s pri-

vacy and cause visual privacy risks.

3.1 Attitude Studies

Theoretically, visual privacy risks exist whenever individuals” identifiable information
or other sensitive visual information is collected, stored, disseminated, in the form of
images or videos, and finally interpreted or analyzed for other purposes.

In order to figure out people’s perception of pervasive video recording, whether they
have visual privacy concerns, to which degree, and to understand people’s attitudes
on visual privacy issues concerning ubiquitous cameras, especially built-in cameras on
wearable devices (e.g., Google Glass), researchers have conducted some surveys and em-
pirical studies hat investigate diverse aspects of visual privacy, in the scenario of perva-
sive video-recording such as closed-circuit television (CCTV) [48], daily image capture
[6], AR applications [20], and life-logging systems [12, 36, 35]. Their findings related to

ubiquitous computing can be summarized as follows:

e Generally, people are concerned about the amount of personal data being collected

about them [48].

e People tend to be more restrictive when being captured in venues such as beaches,

gyms, and hospitals [6].

e People are less comfortable when they are captured with strangers in a social situ-

ation, and when images are shared online [6].

e A number of factors affect people’s feelings towards being recorded, including

where they are, what they are doing, and how they feel about the recorder [20].

e The identities of people appearing in a photo, the context of the situation, and the

appearance of the people determines if a photo is sensitive [20].

e People are highly concerned about their data being accessed by the “wrong” people,

and being used for unauthorized purposes [48].



e People wearing life-logging cameras actually care about the privacy of bystanders,

and actively try to delete or not share photos of them [36].

3.2 Reasons

The above findings are not surprising. It is understandable that people have concerned
about their visual privacy for a long time since the emergence of CCTVs, digital cameras,
and camera phones. Some of them even get used to being recorded when they are in pub-
lic. But what makes people more serious about visual privacy today is the convergence
of various technologies: camera technologies, online social networks, and recognition
techniques.

First, camera technologies, in both hardware and software, enable cameras to be
equipped on most of mobile and wearable devices. Cameras with smaller size, higher res-
olution, and more compact structure appear on more wearable devices these years. In ad-
dition to wearable cameras designed especially for taking images and recording videos,
wearable devices such as smart glasses make applications like mobile AR more natural
and user-friendly, which also promotes the development of wearable camera technology.
Specifically, these hand-free wearable devices have the characteristics of always-on and
non-overt act when taking images or recording videos. The situation is different from
digital cameras or smartphones, where there are conspicuous actions that indicate the
camera use. As a result, people are more likely to be captured without awareness in
public places.

Second, online social networking and media sites serve as platforms that gather mas-
sive data. The appearance of online social networks have dramatically changed how peo-
ple connect with others. It has become a habit for people to share their status, thoughts,
and events with others, on a large number of websites. Therefore, a huge number of
images and videos are available online. People on the Internet can collect a lot of data
without much effort.

Finally, perception and understanding techniques can be used as tools for analyzing
visual information. Advanced recognition techniques can link an image to a specific
place, individual, or an event, thus makes searchable what was not considered searchable
before. For example, face recognition technique can associate an image with a person. As
a result, other information such as online profiles or images belonging to this person can

be found further.
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In summary, developments in the camera technology and its prospectives promote
the camera usage, thus increasing the possibility that personal visual information will be
collected without awareness. Later, images and videos being shared on social networks
allow other people to collect data easily. The perception and understanding techniques
then serve as tools for deeper exploitation of sensitive information. Whether being real-
ized by people or not, it is various techniques together that pose threats to people’s visual
privacy. The technologies challenge people’s expectations of privacy and anonymity in
both the physical and digital world.

According to people’s visual privacy concerns and the risks the privacy disclosure
poses, we can therefore infer that the society is eager for effective visual privacy protec-

tion mechanisms to be provided and enforced.
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4 Visual Privacy Protection Scenario

While visual privacy is a legal issue, visual privacy protection is a technical one essen-
tially. To meet people’s demands of visual privacy in ubiquitous computing environ-
ments, privacy and security, mobile and ubiquitous computing, image processing com-
munities have proposed some methods to protect visual privacy.

Figure 3 depicts the main steps from cameras capturing visual information, to enforc-
ing protection policies on images and videos. In general, any visual privacy protection
framework should address the following key challenges: 1) who or what should be pro-
tected, or how can the object that seeks protection express their privacy requirements;
2) how to find the objects associated with the requirements on the image or video; 3) how
to protect privacy while keeping perceptual utility; and 4) how and where to enforce pri-
vacy protection (e.g., before the data is accessed by others). Only if these challenges are

addressed, can personal and sensitive information be protected.

) )
Camera Object of protection Recorder/OSN Privacy protection
Privacy Policy ()
Recording & H requirement enforcement P

Y oo
E%E n Tll l’\?)l

Figure 3: The flow of visual information collection and privacy protection.

B

However, it is impossible to find a perfect solution that satisfies everyone in all scenar-
ios. People’s understandings of privacy are different. Even one individual’s expectations
of privacy may be different in various scenarios. Moreover, as cameras in various scenar-
ios usually capture or record different contents, the object that requires protection may
be different, thus the protection methods vary according to the scenario.

Therefore, in this section, we classify representative visual privacy protection systems
and frameworks based on scenarios of privacy issues in which these methods aim to
solve. In general, visual privacy protection frameworks and systems are mainly trying
to address privacy issues in three scenarios: 1) video surveillance systems, 2) traditional
camera recording, and 3) perceptual applications. We summarize existing visual privacy

protection systems and frameworks in Table 3.
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4.1 Video Surveillance Systems

The amount of surveillance cameras has increased dramatically in recent years, espe-
cially in urban areas, to monitor surroundings and deter crimes. With pervasive CCTV
cameras, individuals are observed in streets, subway stations, shopping malls, and office
buildings.

However, the ubiquity of surveillance cameras, linked with the potential to aggregate
information over thousands of cameras and many other networked information sources,
such as security and police databases, and the power to automatically analyze and under-
stand the videos using advanced techniques, have driven fears about the loss of privacy
from the public. The privacy concerns are even worse for people who work in surveil-
lance areas, as they are being monitored continuously. Thus visual privacy first gained
attention due to the large amount of closed-circuit television (CCTV) cameras [14, 61].

The contradiction here is the trade-off between privacy and security, where the pri-
vacy issues are mainly concerned with the presence of the person and what the person is
doing. In this sense, the video surveillance system can be “smarter”, by providing mul-
tiple levels of access to the video data based on viewers” authorization levels [81, 60, 17].
For example, the general public can only see the part of or the modified video content,
while special authorities such as the police, can observe all the information happened in
the monitored space.

On the other hand, video surveillance systems can be more “privacy-enhanced”, by
allowing people to asserting privacy proactively and performing appropriate protection
actions, before disseminating the captured videos to untrusted parties for whatever pur-
poses [11,59]. For instance, people can carry a privacy-enhancing device or wear a special

marker, so that surveillance systems can know individuals’ privacy requirements.

4.2 Personal Camera Recording

Personal camera recording refers to the most ordinary and traditional camera use. De-
vices including digital cameras, smartphones, wearable cameras, smart glasses, and even
smart contact lens, all have the capability of taking pictures and recording videos. With
increased popularity of online social networking and media sites, people usually put
their captured photos and recorded videos online, sharing with others.

While people may not intend to capture bystanders or violate their privacy, the pri-

13



vacy risk here is that the “secondary use” of media data is unexpected, and the efforts to
gather large amount of data online is extremely low. More importantly, people are not
aware that they are being recorded most of the time. It differs from surveillance cameras
in public places, which are usually expected by the public. As a result, more privacy
concerns are raised in recent years, resulting from the explosion of personal cameras.

Though we cannot stop the existence of cameras, methods that directly prevent cam-
eras from recording anything by first finding nearby cameras can work [70]. It does
not require any effort from recorders’ sides, and the protection is very straightforward.
However, it can only work in some situations, as an additional device is needed to detect
nearby cameras all the time.

On the other hand, it is believed that new social norms will finally evolve with per-
vasive personal cameras. Recorders are expected to respect bystanders’ privacy prefer-
ences, as they may also be bystanders captured by others sometimes. Besides, the reason
that recorders do not want to get involved into possible legal issues caused by photo or
video they captured and disseminated, will encourage them to follow the social norms if
a convenient privacy-. Based on this assumption, a number of methods that rely on col-
laboration between both recorders and bystanders have been proposed in recent years.
For example, any privacy stakeholder (e.g., any person that is present when the recording
is made) can decide if the recording is an invasion of privacy. No event will be recorded
without the consent of all persons present, and no recording will be released without
the consent of all persons present [34]. This method provides thorough but coarse pri-
vacy protection, as everything captured is considered as private. In a more practical way,
recorders will protect bystanders” privacy, according to the privacy preferences proac-
tively expressed from bystanders [10, 80, 6, 63]. These methods release privacy protection
burdens on recorder’s side by involving bystanders in the loop, which are more efficient

and effective, though they are still far from real deployment.

4.3 Perceptual Applications

Perceptual applications sense the environment, sometimes interact with users via cam-
eras and other sensors, in order to get voice command, gesture input, body movement,
etc. Applications such as mobile AR, continuous sensing, and life-logging systems be-
long to this category.

Perceptual applications differ from personal camera recording in that these applica-

14



tions usually run at homes or public areas continuously, while users may even forget that
applications are running. Moreover, information will be over-collected, which means the
data collected is more than what is necessary. The over-collected data are highly likely
to contain sensitive information, such as credit card numbers, license plates, computer
monitors, etc. that accidentally end up in their field of vision [12, 5, 68, 56]. As a result,
the privacy issues in perceptual applications are not only related to bystanders that may
be captured, but also the users of the application.

To address privacy issues concerned with users, there are operating system-level pro-
tection layers proposed for untrusted perceptual applications for trusted devices. Appli-
cations can only have access to high level information instead of raw video feeds, which
is sufficient for their functionalities, such as the skeleton or the face region [40, 39]. Or
users can define the secure regions that applications can have access to [53]. These ap-
proaches are plausible for some applications. But before it is becomes possible to be
deployed, fine-grained application access permissions are supposed to be proposed and
tollowed by application developers. Based on the permission asked from applications,
users then can know how to protect their privacy.

Besides, as life-logging systems are likely to capture some sensitive content in certain
places, methods are proposed to assist cameras in deciding if images should be protected
or cameras should be turned off [16, 67, 42]. The principles of these methods are similar
to those proposed for personal camera recording, therefore they are faced with same

challenges.
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5 Privacy Requirement Expression and Association

5.1 Requirement Expression

How can the object that seeks privacy protection express their privacy requirements is
the first challenge that a visual privacy protection system should address. The simplest
and the most basic requirement is whether the person or the object wants to be recorded.
It is also possible to include more information, like how to protect the privacy if the
object is captured in the image or video. If recorders or cameras can “see” or “hear” such
requirements, visual privacy protection measures can be performed efficiently.

In this subsection, we present three adopted ways to express privacy requirement:
1) via vision channels, 2) via wireless communication channels, and 3) with the help of
a server/cloud. Except the last one which involves a central server, the other two are
in an ad-hoc way. Although each requirement expression manner has its limitations,
they present possibilities of establishing a healthy visual privacy protection ecosystem

by solving the first key challenge.

5.1.1 Visual Indicators

Visual indicators are visual clues, such as markers and tags, that encode privacy require-
ments for objects that require protection. Examples of visual indicators used are QR code
[10, 57], colorful hints like hats [59], especially designed markers (e.g., dotted rectange
with solid rectangle) [53], and hand gestures [42, 63] for individuals to express their un-

willingness to be captured. Figure 4 shows the visual indicators proposed in different

T

(a) QR code ) hat (c) marker (d) gesture

systems.

Figure 4: Multiple visual indicators.

Visual indicators are technically feasible for deployment in real life, as existing object

detection methods are able to detect them. However, indicators they are limited in their

16



specific scenarios. First, few people would like to wear them in public places. Moreover,
others can explicitly tell people’s privacy intentions according to conspicuous markers,
which results in another privacy leakage. Finally, privacy concerns vary widely among
individuals and change from time to time, following patterns which cannot be conveyed

by static visual markers.

5.1.2 Wireless Communication

Objects can also express their privacy requirements by leveraging the short-range wire-
less capability available on devices, such as Blurtooth or WiFi. Using device installed
in the building or in the room, the environment can notify cameras that the space does
not allow photography [57]. With the device carried by individuals, people can inform
nearby cameras that they do not want to be captured [34, 11, 57, 6]. Figure 5 from [34] il-
lustrates the general idea, that devices discover and exchange short messages with other
devices within the recording area.

Privacy requirement expression via wireless communication channels can make pri-
vacy intentions invisible to people, while cameras can still get informed. Compared with
visual indicators, this method is more convenient and flexible. The limitation, however,
is that an additional device with wireless communication capability is required, either to
be carried with individuals, or installed in advance. Moreover, the camera should also be
equipped with wireless communication module in order to detect wireless signals. Be-
sides, protection is opportunistic as transmitted signal may not be received by cameras,
especially in those Also, as messages transmitted in wireless channels can be received by
any device in the vicinity, which may contain some sensitive information itself. How to

prevent privacy leak in this stage should also be considered.

Figure 5: Two devices communicate to get privacy requirements and protect the content.
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5.1.3 Remote Server/Cloud

In addition to ad hoc requirement expression, central privacy management is another
option. In this way, a remote server or the cloud will get users’ privacy preferences,
and process images accordingly. In [80], a cloud as depicted in Figure 6 takes charge
of location, communication, and computation services. A user creates his/her profile to
express his/her privacy requirement (e.g., he/she can can ask recorders to make him/her

invisible in the image once captured).

‘ Proximity Matching Verification )
Service Service Service

f = (0)
i |FOV Portrait Profile] | Self Portralt Profiles ‘ anacy
Generation Generation Concealmg

Neighbors Photographer

Figure 6: Privacy requirement expression and association with a cloud.

The benefits of involving a remote server lie in that privacy requirements can be
changed at different locations and environments. The requirement is also transparent
to recorders. Besides, for recorders, some computational tasks can be outsourced to the
server, reducing the overhead on cameras. More importantly, with a central privacy man-
agement service provider, people can express more fine-grained privacy requirements. It
is also possible to integrate the service into online social networks, so that images will be
tiltered before being shared online. The biggest limitation, however, is that Internet con-
nection is required, in order to get processed image instantly. And another big concern is
the security of the server: how can uses trust the server that their privacy profile stored
in the server will not be leaked.

We conclude the advantages and limitations of different privacy requirement expres-
sion in Table 1. Although a perfect expression manner does not exist, these methods
have chances to be adopted in different scenarios, since some of their limitations can be

overcome with more sophisticated designs.
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Table 1: Comparison of privacy requirement expression methods.

Method Examples = Advantages  Limitations Adopted in
Visual marker, tag, 1. easy to be 1. static [59, 10, 57, 53, 42, 63]
indicator gesture detected 2. intention leak

3. overhead on camera
Wireless WiFi, BLE 1. dynamic 1. additional device [34, 11,57, 6]
link 2. transparent 2. “always-on” discovery

3. opportunistic
Server cloud 1. dynamic 1. security [80]

2. transparent 2. Internet connection

5.2 Requirement Association

Privacy requirement association aims to find the region of interest (i.e., regions that
should be protected) in images or videos, with requirements either directly expressed
by objects that seek privacy, or explicitly set by people in advance. In this subsection,
we describe requirement association approaches divided into three categories: 1) vision-

based detection, 2) sensor-based identification, and 3) feature-based matching.

5.2.1 Vision-Based Detection

Vision-based detection refers to using computer vision techniques to detect the object,
track the object, and sometimes recognize the object. The object can be sensitive visual
information itself, or visual indicators that express privacy requirements. For example,
in [16, 40, 39], the goal is to detect face or other sensitive objects. In [59, 56, 10, 53, 6, 63],
visual indicators are supposed to be detected.

To this end, face detection [71, 73, 28], individual recognition /identification [45, 30, 72,
43], object detection [9, 55, 54], and tracking [19] are commonly used in privacy protection
systems. It can be imagined that with developments in computer vision, performance of
systems that use computer vision techniques can be improved, both in terms of accuracy

and efficiency.

5.2.2 Sensor-Based Identification

Sensor-based identification refers to methods that use information provided by sensors,
or directly rely on sensors to identify objects that requires protection in the image or

video. In Cloak, location information is provided by the GPS on devices carried by in-
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dividuals [11]. In PriSurv, RFID-tags are carried by individuals so that RFID-readers
in the environment can identify objects in original images according to received signal
strength[17]. In Courteous Glass, a gesture shown by individuals can be detected using
far-infrared imager [42].

These methods are preliminary attempts towards visual privacy protection with ad-
ditional sensors in the real world. In the near future, we can expect more advanced
sensor-based identification techniques to be developed, which will definitely benefit vi-

sual privacy protection.

5.2.3 Feature-Based Identification

Feature-based identification refers to methods that identify the object, usually the person
that seeks privacy in the image or video, based on biometric features. The goal is to match
the information provided by individuals with those captured. As a result, secure match-
ing is used, especially when a third-party, such as a central server/cloud is involved to
associate the privacy requirement with objects that request protection. Though the na-
ture is still identifying object based on some visual clues, we put it into another category
as visual clues are biometric features that point to the sensitive object directly. They are
quite sensitive and private in this case. For example, biometric information like face fea-
tures being accessed by others may also leak private information. Thus there is a need to
protect biometric data, usually by encrypting or projecting the representations.

In [6], secure dot product [29] based on Paillier homomorphic encryption scheme [49],
and secure threshold computation based on garbled circuits [58, 37] are used to recog-
nize the face. Specifically, homomorphic encryption allows computations to be carried
on cipertext, thus generating an encrypted result. After decrypting the result, it will
match the result of operations performed on the plaintext. Garbled circuits allow two
pairs with inputs x and y, respectively, to compute an arbitrary function f(z,y) without
disclosing inputs. In [80], an encryption-free privacy preserving vector distance proto-
col was proposed to conduct the portrait graph matching in a non-interactive manner
against untrusted server. After recorders and bystanders obtain a same random number
for transforming feature vectors, the cloud will compute the distance between vectors.

However, to achieve privacy-preserving matching by using methods like multi-party
computation (SMC) or garble circuit that compute Euclidean distance between vectors

usually require frequent online interactions among data owners. Moreover, their large
y
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Table 2: Characteristics of privacy requirement association methods.

Method Techniques Features Used in

Vision-based CV, ML + straightforward [16, 40, 39, 59, 10, 57, 53, 42, 63]
detection - computation overhead

Sensor-based  RFID, GPS, + flexible [11,17,42]

identification =~ FIR imager - additional sensor

Feature-based secure + reliable [80, 6]

identification ~matching - inefficient

computation cost and ciphertext size make them unsuitable for mobile applications. But
in order to gain the trust from people who are worried about visual privacy, privacy
preserving at the remote cloud must be treated carefully.

In summary, involving a third-party to protect visual privacy seems to be a feasible
and practical approach for pervasive personal cameras. The third-party can be respon-
sible for privacy requirement management and association, bringing the gap between
recorders and bystanders. Thus privacy-preserving biometric identification techniques
such as those proposed in [25, 26] will play an important role here. How to make these
algorithms more suitable for specific scenarios, such as large-scale users and mobile ap-
plication platforms are worth exploring.

Table 2 summarizes the characteristics of different privacy requirement association
methods. With advances in fields such as computer vision and cloud security, privacy
requirement association will be more user-friendly and efficient to be adopted in the fu-

ture.
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6 Privacy Protection Method and Enforcement

6.1 Protection Method

As the third key challenge, how to protect the private information on the images and
videos is also important. In some situations, pictures are taken for some purposes, there-
fore utility should still be kept. In this subsection, we classify privacy protection methods
into four classes: 1) intervention, 2) data modification, 3) visual abstract, and 4) data en-

cryption.

6.1.1 Intervention

Intervention prevents cameras from recording any visual information about the object.
It is a more through way of protecting privacy from the source. For example, Figure 7
shows the design of a capture-resistant environment in [70, 50]. When a person takes a
camera into the capture-resistant environment, the system locates any number of retro-
reflective CCD or CMOS camera sensors within its field of view. A pulsing light is then

directed at the lens, distorting any imagery the camera records.

(top view) (side view)
: : — protected surface 5

| §  — |ocalized light —_—

\ beam /

|

w * Y
%i \ capture-resistant reglon ’

. the field of view of
the user's camera

Figure 7: Prevent camera recording by designing a capture-resistant environment.

In addition to stopping cameras from recording by force, systems proposed in [42] and
[57] asks cameras to turn off recording automatically. Slightly different from above meth-
ods, Yamada et al. designed an approach that prohibits computer vision algorithms from
mining or interpreting media data. They made faces in captured images undetectable
by using a device worn on the face that corrupts facial features with light absorbing and

reflecting materials [76].
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6.1.2 Data Modification

Assuming regions that contain private or sensitive information have been identified, data
modification methods change the regions on images to prevent sensitive visual informa-
tion from being viewed by others. The most common method is obscuration, which has
been studied for years. Obscuration methods such as blurring [73, 28], masking [77, 59],
pixelization [38], scrambling/distortion [21, 22, 23], and permuting pixels [15, 13, 10] are
commonly used to remove or protect sensitive visual information.

However, recent work has shown limitations of some obscuration methods. Neustardter
et al. found video blurring is unable to balance privacy with awareness for risky situa-
tions. Participants also suggested that other popular image masking techniques would
be problematic as well [47]. Gross et al. showed that simple blurring or pixelization may
not defeat face recognition system [32]. Dufaux et al. also showed the ineffectiveness of
naive privacy protection techniques such as blurring and pixelization, and demonstrated
the effectiveness of more sophisticated scrambling techniques [24].

The conclusion here is that more sophisticated method should be explored, to further
meet people’s privacy protection requirements, and make the media data acceptable even
after removal of some visual information. Therefore, advanced techniques such as image

inpainting can be applied, which restores missing or damaged areas in an image [33].

6.1.3 Visual Abstraction

Visual abstraction controls how much visual information can be accessed. By implement-
ing visual abstraction, only part of information is presented, in the form of text or visual
data, while hiding all the rest of the information.

Visual abstraction is useful in video surveillance systems. Figure 8 shows different
video content rendering options proposed in [60]. Generally, the system policies might
require partially or fully obscuring or statistically perturbing certain components of the
extracted information, such as a subject’s location, pose, activity, and so on. For example,
a particular policy may offer statistical information, such as when the street is the most
crowded. Another policy might require that all faces in the video be obscured, so that
only gender information (but not identity, age, or expression) is available. Similarly, in
[17], different levels of visual abstraction is provided. Details of the object can be dis-

closed, partially-hidden, or completely hidden.
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Figure 8: Different video rendering options.

Visual abstraction also works for application such as mobile AR, where coarse per-
sonal information is needed. To this end, Jana et al. designed methods that only expose
higher-level objects, such as a skeleton or a face, to applications [39]. They also proposed
and integrated a privacy protection framework with computer vision library OpenCYV,
which conveys only high-level information to applications, while hiding more specific

and sensitive details [40].

6.1.4 Data Encryption

Another method is to prevent the whole image or video from unauthorized access by
using cryptographic techniques. The raw data are then encoded or encrypted directly at
the source.

The basic steps are as follows. Two parties (e.g., reviewer and video surveillance
system) first exchange keys. The original image or video then can be encrypted using
a key. Next, a person can use a decryption key to get the original image. Such data
encryption mechanism can work for video surveillance systems, so that people with high
authority can use their secret keys to access the video [81, 60]. It can also work for online
social networks, where an image uploaded by a user can only be seen by another specific
user [65]. When the image is a secret between multiple persons, anyone else who wants

to access the raw data should get permissions from all privacy stakeholders [34].
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6.2 Protection Enforcement

Privacy protection can be enforced immediately or at any moment before others can ac-
cess the raw image or video. Therefore we divide protection enforcement into two classes

according to when protection happens: in-situ and before dissemination.

6.2.1 In-situ

The in-situ enforcement includes situations that prevent cameras from recording any-
thing, or process the visual data locally on the device, before any applications can have
access to the original data. In the later case, image and videos can still be captured, but
they will be processed and then used without any concern of privacy violation. There-
fore, an ideal approach is to integrate privacy protection into the default camera sub-
system. For example, when a wearable camera is taking pictures, the operating system
will process the image instantly, before any third-party applications can access the image.
Systems such as [53] implement the in-situ protection that works in real-time to prevent
sensitive visual information being exposed.

However, considering the large amount of cameras on the market and in use now, it
is not easy for device manufacturers to take actions. Moreover, it requires high compu-
tational power from devices due to heavy computer vision tasks, such as detection and

recognition.

6.2.2 Dissemination

An alternative is to process the video as long as it is not available to the public, since the
privacy issues are usually raised at sharing or dissemination moments.

As a result, visual privacy protection can be a service integrated in image and video
sharing platforms as proposed in [10]. Recorders leave the visual privacy protection job
to the service provider, which are responsible for enforcing protection actions according
to privacy requirements from the object. For example, a life-logging camera records some
videos and synchronizes to an archive application on the personal computer. The archive
application then will process the video to respect people’s privacy. A video is uploading
to an online social network. The platform will check the video to make sure it does not

violate others’ visual privacy.
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Table 3: Visual privacy protection systems and frameworks.

System Scenario Target Privacy Privacy Protection Protection
expression association method enforcement

[60] video all n/a n/a encryption &  in-situ
surveillance abstraction

[81] video person n/a vision-based masking n/a
surveillance detection

[11] video person wireless sensor-based n/a dissemination
surveillance signal identification

[17] video person wireless sensor-based abstraction n/a
surveillance signal identification

[59] video person visual vision-based masking n/a
surveillance indicator  detection

[34] personal all wireless n/a data in-situ
camera signal encryption

[70] personal person n/a n/a intervention in-situ
camera

[10] personal person visual vision-based permuting dissemination
camera indicator  detection pixel

[80] personal person server/ feature-based  data dissemination
camera cloud identification = modification

[6] personal person wireless feature-based  data n/a
camera signal identification =~ modification

[63] personal person visual vision-based data n/a
camera indicator  detection modification

[16] perceptual  person n/a vision-based masking n/a
application detection

[67] perceptual  place n/a n/a n/a n/a
application

[42] perceptual  person visual sensor-based intervention in-situ
application indicator  identification

[40] perceptual  all n/a vision-based abstraction in-situ
application detection

[39] perceptual  all n/a vision-based abstraction in-situ
application detection

[56] perceptual  all visual & vision-based & intervention & in-situ
application wireless sensor-based =~ modification

[53] perceptual  all visual vision-based intervention in-situ
application indicator  detection
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7 Challenges and Opportunities

In this section, we discuss challenges and opportunities in visual privacy protection,

based on existing research works and our reflections after practice.

7.1 Challenges

There are different challenges in systems and frameworks specially designed for certain
applications or scenarios. A perfect solution that applies to all objects and settings, and
satisfies various privacy requirements does not exist. Some challenges we are faced with
in multiple scenarios are presented as follows:

First, only in-situ privacy protection can prevent privacy invasion fundamentally.
However, enforcing privacy-preserving mechanism for cameras requires huge efforts,
such as designing an additional module or layer in the operating system of the camera
device. Problems like what should be protected and how to protect should be addressed
tirst. Besides, considering the large number of camera devices already in the market, it
cannot solve existing problem in the near future.

Second, if protection enforcement will work before dissemination moments, we need
to persuade recorders to comply with visual privacy protection policies. It usually in-
cludes asking recorders to install a specific camera application, which embeds protection
mechanism in it. If recorders are not willing to use such applications due to whatever
reasons, bystanders’ privacy can never be protected.

Third, if privacy protection service will be provided by a third-party, the security of
a server/cloud that takes charge of the privacy management should be guaranteed. For
example, if an online social networking site now offers privacy protection settings, that
images can be processed automatically before they are available to the public, users are
supposed to first provide some privacy preference information. As a result, users may
worry about the information leak in this step, which resists their willingness to use the
service.

Finally, a system could not have real practical use, unless it is widely adopted (e.g.,
enforced by law) in the real world. Currently, most of the solutions are conceptual frame-
works, which are based on assumptions and have not taken real situations into consid-
eration, such as efficiency, people’s acceptance. In fact, most of the methods are far away

from real life deployment.
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7.2 Opportunities

Though a number of challenges remains unsolved, which makes we are far away from a
healthy visual privacy protection ecosystem, opportunities still exist that provide promis-
ing directions to improve current visual privacy protection approaches.

First, identifying risks caused by visual information that endanger people’s privacy,
both online or offline, will raise people’s awareness of visual privacy, and further encour-
age them to use privacy protection service. It has been known by social psychologists for
decades that the relationship between attitudes and behaviors is complex, if not weak.
For example, though you are aware that applications installed on your smartphone may
hack images and videos stored, you are probably still give applications permissions to
access visual data. In other words, even though people claim they care about visual pri-
vacy, the concerns may not be strong enough to drive serious actions against privacy
intrusion. Therefore, efforts can be put in identifying severe violations of visual privacy,
in order to persuade people that protecting visual privacy is extremely important.

Second, exploring what is considered sensitive in fact is necessary. There are some
researches along this direction. PriFir used low-power sensors (e.g., accelerometer, light
sensor) embedded in smartphones and smart watches to understand user’s preferences
about certain scenarios being sensitive or private, and identify sensitive scenarios [75].
Spyromitros-Xioufis et al. developed personalized privacy classification models for im-
ages on online social networks by utilizing users” feedback [64]. Besides, there are many
works on privacy-aware image classification, in the context of online image sharing [79,
69]. Furthermore, Badii et al. stated the needs for context identification [8]. If what is
sensitive or private can be defined by different persons, users will be more willing to use
privacy protection service.

Third, integrating visual privacy protection into small world social networks will be
more convincing. As people upload images and videos to multiple online social media
sites to share with others, these sites are the places that can guard media data before they
are disseminated. In this context, more fine-grained privacy preserving actions can be
performed.

Fourth, studying people’s reception towards current visual privacy protection system,
will indicate how people like the idea, and what should be done to improve the solution.

Finally, there are other topics related to preserving privacy when using the data. With
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the rapidly expanding filed of machine learning, a large number of data are provided
by individuals who wish to retain a degree of privacy. Privacy then is formalized via
the notion of “differential privacy”. It defines a probabilistic channel between the data
and the outside world such that an observer of the output channel cannot infer reliably
whether particular individuals have supplied data or not [41]. For example, it turns out
that people are starting to feel uncomfortable about sending a lot of personal information
to various services they use. As a result, differential privacy technology is used such as
by Apple to obscure an individual’s identity by adding noise to the data collected from

users, to improve user experience [31].
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8 Conclusion and Future Research

In this survey, we introduced the concept of visual privacy and privacy issues in ubig-
uitous computing environments. We presented people’s privacy concerns, and investi-
gated the reasons behind. Then we reviewed a number of visual privacy protection sys-
tems and frameworks proposed in three different ubiquitous computing scenarios. We
classified these methods according to how privacy requirement is expressed, associated,
and enforced, along the general workflow of privacy protection, followed by discussions
about challenges and opportunities.

A useful visual privacy protection framework/system is a considerate high-level de-
sign, with a combination of techniques to address a series of problems and challenges.
It is of tremendous value, but also faced with limitations in the real world. Our future
work aims to address part of the challenges, in order to design a practical visual privacy
protection framework, that can be applied in some real life scenarios.

Gabriel Garca Mrquez, a novelist, said in one of his books:”All human beings have
three lives: public, private, and secret.” We have our public life, which is what we will-
ingly do and share with others in a wide range of social settings. We also have our private
life, which we reluctantly give away in the hope that it is not fully revealed to the world
or to those who should not see it. Then there is our secret life, which, for now, can only be
found offline. To enjoy the public, private, and secret life requires efforts from everyone
in the society. Otherwise, we can only enjoy the illusion of private life, and finally give

up secret life.
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